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The World of Software Engineering
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Starting with Software Design!

5 Diagram source: c4model.com

“Abstraction is the art of painting with thoughts, not brushes”

http://c4model.com


What is Software Architecture?
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Architecture Knowledge Management
Architecture knowledge management (AKM) aims to codify and maintain the  
Architectural knowledge of a software system in a form that can be easily accessed by different stakeholders 
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Need for better tools => Automate using ArchBots or a co-pilot
P.aris Avgeriou, Making Decisions - From Software Architecture Theory to Practice, Keynote, ICSA 2023

https://www.sciencedirect.com/topics/computer-science/knowledge-management


Its been a long journey MCP, ..backprop…RNN CNN,……..
Predict the next word in a sequence!
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Software architecture is about components and


Software architecture is about components and connectors.


Software architecture is about components and connectors. It

What does “it” refer to?

Eg: Context of 4 words



Age of Transformers
Attention is all you need!
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Software
Architecture
is
about
components
and
connectors
it

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, Ł. and Polosukhin, I., 2017. Attention is all you need. Advances in neural 
information processing systems, 30.

Software
Architecture
is
about
components
and
connectors
it



“Large” Language Models (LLM)
Do you have a ton of text and compute power?
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Inspiration from slides of Andrej Karpathy, Introduction to large language models



Today we have different varieties of LLMs
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https://chat.lmsys.org/

Proprietary

Open Source

https://chat.lmsys.org/
https://chat.lmsys.org/


I want something more specific to Architecture
May be you can fine-tune and create your model
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Some 1000s of examples
Eg: codexGPT, CodeBERT,…



How can all these help Software Architect?
Design Decisions is all you need!
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Software Architecture is a set of key design decisions

Jansen, A. and Bosch, J., 2005, November. Software architecture as a set of architectural design decisions. In 5th Working IEEE/IFIP Conference on Software Architecture (WICSA'05) 



Generative AI for Architectural Knowledge Management
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Rudra Dhar, Karthik Vaidhyanathan, Vasudeva Varma, GenAI for Architecture Knowledge Management, ICSA 2024, Poster



Starting with Design Decisions

• Architecture Decision Records: ADR


• Lightweight mechanism for documenting decisions


• Design decisions require careful considerations of 
various parameters


• This requires broader understanding of domain 
as well as expertise


• Can we use LLMs to generate architecture 
design decisions? 

• Can LLMs be used to extract architectural 
information from design decisions?
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https://github.com/joelparkerhenderson/architecture-decision-record

https://github.com/joelparkerhenderson/architecture-decision-record


Three Key Research Questions

• RQ1: Can LLMs be successfully employed to generate architecture design 
decisions from a given context in a zeroshot setting?


• RQ2: Does few-shot approach affect or improve a LLM’s ability to generate 
Design Decisions?


• RQ3: Does Fine-tunning LLM enhance its capability of generating 
architectural Design Decisions based on a provided context?
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Performing an Exploratory Study
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Dhar, R., Vaidhyanathan, K. and Varma, V. Can LLMs Generate Architectural Design Decisions? - An Exploratory Empirical study, ICSA 2024



Selected LLMs
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• No of models: 18


• Model Series 

•  Encoder-decoder (T5 Series)


•  Decoder only (GPT series)


• Model types 

• Chat models


• Text completion models


• From small to large models



Generation Approaches 
Zero Shot Prompting - Just ask the model and expect the answer
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Generation Approaches 
Few Shot Prompting - Give some examples in the context
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Give some examples

Get a response



Generation Approaches 
Fine tuning - Fine tune base model with dataset
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GPT2 T5



Results
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Approach Model Rouge-1 BLEU Meteor Bert-Score Support

Precision Recall F1

0-shot GPT3.5-text-
davinci-003

0.242 0.031 0.198 0.846 0.849 0.847 91

GPT-4 0.259 0.028 0.219 0.847 0.851 0.849 95

T0-3b 0.187 0.005 0.122 0.856 0.823 0.839 91

Few-shot GPT2-xl 0.122 0.018 0.18 0.794 0.857 0.823 13

GPT3.5-text-
davinci-003

0.245 0.028 0.207 0.849 0.851 0.849 91

GPT-3.5-turbo 0.226 0.027 0.219 0.832 0.85 0.84 92

GPT-4 0.23 0.03 0.21 0.836 0.851 0.843 93

Fine-Tuning Flan-T5-base 0.231 0.028 0.171 0.842 0.841 0.841 18

Smaller models performing well has lot of importance in software architecture domain!



Generated Decisions
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We will use Python as our programming 
language for this project. Python has emerged 

as a reliable, versatile language with a rich 
ecosystem of libraries and frameworks that 
cater to our specific needs including data 

analysis (Pandas, NumPy), machine learning 
(scikit-learn, TensorFlow), and web 

 After considering the various criteria discussed, we 
have decided to go ahead and use Python for our 

project. 
        Python is a versatile, powerful language with a 
wide range of features, .. community of developers 

who can provide support.. Python is also open-
source, free to use         

        Python is also a great choice in terms of 
performance and scalability…., Python is an 

interpreted language..easier to debug and maintain 
than compiled languages. 

         
        Overall, Python is a great choice for our 

It will have a large dataset, which will display a lot of 
data. This can help us in preparing the application. 

We need to choose Python as a programming 
language, because all of our projects will require 

Python to use it.

GPT4 zero shot

GPT3.5 few shot

Flan-T5 fine-tuned



The Overall Results
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There is a need for more data and definitely more context!



Key Observations

• RQ1: Generating design decisions in 0-shot approach 

• While LLMs can generate design decisions using 0-shot approach, the quality does not 
reach human level


• RQ2: Impact of few-shot approach in generating design decisions 

• The overall performance of LLMs in few shot remains inconclusive and lacks 
generalisation


• RQ3: Impact of fine-tuning in Generating Design Decisions 

• Fine tuned LLMs exhibit improved capability 


• Compact fine-tuned models demonstrate results comparable with proprietary LLMs
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Introducing the ArchCopilot
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1. Add knowledge - decisions..


2. Search for similar decisions


3. Retrieve knowledge


4. Generate decision records 
for a given context


A companion for architect!

Thanks to Nikunj Garg, Pabba Ananya, Vansh Pravin, Yatharth Gupta, Ananya Sudi, Rupasree Yeduru and Rudra Dhar



Extending Beyond Design: Introducing Self-adaptation
What if systems could adapt like human cells?

27 [Image: Ilias et al. 2022, ICSE NIER, Expressing the adaptation intent as a sustainability goal]



On to Software Maintenance 
Design time to run-time adaptation - Can LLMs help?

28
R.Donakanti, P.Jain, S.Kulkarni,  K.Vaidhyanathan, Reimagining Self-adaptation in the age of Large Language Models, ICSA 2024

>70% of the cost 
goes for maintenance 



Reimagining Self-adaptation loop
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R.Donakanti, P.Jain, S.Kulkarni,  K.Vaidhyanathan, Reimagining Self-adaptation in the age of Large Language Models, ICSA 2024



SWIM case study
Web Infrastructure Simulator
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Moreno, Gabriel A., Bradley Schmerl, and David Garlan. Swim: an exemplar for evaluation and comparison of self-adaptation approaches for web applications. In 2018 IEEE/ACM 13th 
International Symposium on Software Engineering for Adaptive and Self-Managing Systems (SEAMS), pp. 137-143. IEEE, 




Prompts used for SWIM
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Some Initial Results
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Making it more Concrete - CloudOps domain 
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AWS Well Architected Framework 

Helps cloud architects build resilient, secure and 
high performing  infrastructure


• Build around six pillars 

• Operational Efficiency


• Security


• Reliability


• Performance Efficiency


• Sustainability


• Cost



CloudOps Copilot

• Conversational support for cloud SMEs and 
architects


• Autonomously manage cloud footprint


• Provision or decommission resources 
(human-in the loop)


• Generate tickets or raise alerts


• Provide insights on the large data captured


• Perform regular mundane tasks 
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No-Code Cloudops Company 
founded in 2018

https://montycloud.com/cloudops-copilot

https://montycloud.com/cloudops-copilot
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Moving towards Development: A study on energy efficiency and LLMs
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Code generated may not be 
energy efficient!



Into the world of SLMs for SE
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• LLMs are great but there are also challenges in using 
proprietary LLMs


• Ongoing research in:


• SLMs for architects for design decisions


• SLMs for edge deployment (Qualcomm EdgeAI 
labs @IIITH) using QIDK, Qualcomm


• Using SLMs for function calling - Code generation  
(with Precog, IIITH)


• …..



The age of Multi-agent Frameworks: AutoGen

38https://microsoft.github.io/autogen

https://microsoft.github.io/autogen


The Crew Framework

• Agents can be composed to 
perform a broader task


• Assemble a crew of agents


• Each agent can have role and 
responsibility


• Agents interact with each other 
to achieve a functionality


• Other frameworks: langraph, 
autodev, etc. 

39https://crewai.com

https://crewai.com


If you are interested do give a read!
• LLMs can be used in different phases of the 

SDLC


• There has already been some works done in 
this space


• More works to be done in requirements, 
design, testing and maintenance


• There is also lot of scope for various 
empirical studies


• GenAI in SE must be human-centred [The 
Copenhagen Manifesto]
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Key Takeaways

• LLM presents a great opportunity for effective AKM with 
potential for run-time adaptation


• Domain specific LLMs which are smaller shall be the way 
forward - SLMs!


• There are many areas in SE that needs a lot of exploration


• Need for more tools - like cursor, GitHub co-pilot,..


• Need for better ways to architect/engineer systems 
around LLMs


• LLMs are not here to replace but to support!
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LLMs can be a best friend to the architect/engineer if used wisely!



SA for ML-enabled Systems: Quality Centric View and Challenges
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The Future is here
• Context is needed - Capturing organizational 

aspects needs work, code can help!


• Text to requirements to Design - Fasten the cycle


• LLMs will hallucinate - No stopping that but we can 
reduce it - better engineering!


• Multiple agents collaborating together to help 
architects/developers


• Large action models (LAMs) for self-adaptation, 
task generation, resolution


• Lot of potential for support in architecture migration 
and assessment (Technical Debt reduction!) 

• SE Process will also need upgrades!!
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Thanks to my team - SA4S@SERC
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Team SA4S

https://serc.iiit.ac.in

https://serc.iiit.ac.in
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Thank you 

Web: karthikvaidhyanathan.com 
Email: karthik.vaidhyanathan@iiit.ac.in 

Twitter: @karthi_ishere

https://sa-ml.github.io/saml2025/


@ ICSA 2025, SAGAI 2025

SE Radio Podcasts

IEEE Software Magazine

http://karthikvaidhyanathan.com
mailto:karthik.vaidhyanathan@iiit.ac.in
https://sa-ml.github.io/saml2025/

