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We have come a long way!

In fact what | would like to see is thousands of computer scientists let loose to do
whatever they want. That's what really advances the field - Donald Knuth

Time

Now we are talking about spatial computing, quantum (will take time)
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Al: Over the Years

e 1943 - Warren McCulloh and Walter Pitts, MCP Model
1950 - Turing Test, Alan Turing
1952 - Computer learns checkers game, Arthur Samuel

1958 - Perceptron, Frank Rossenbalt
e 1959 - ADELINE, Bernard Widrow and Marcian Hoff

1997 - IBM DeepBlue
2000 - Now - Google Brain, DeepFace, AlphaGo, GPT...



Models are getting bigger and better..But..
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“Large” Language Models (LLM)
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Privacy, Security, Latency...
The BLERP issue

 Bandwidth: Need for high bandwidth connections, intensive in terms of energy!
 Latency: Round trip time for communicating with cloud, NASA Rover

 Economy: Cost of server side infrastructure, high speed network,..Think about
chatGPT cost

* Reliability: Large models often require huge amount of compute and GPU (even
for inference!)

* Privacy: Data going to third-party cloud or servers



1989 -e First proposal for the World Wide Web

1997 -e First definition of Cloud Computing

Taking Al to the Edge

2001 -e The concept of “cyber forging” the initial idea of computation offloading

-e First Microsoft “tablet computer”

° EdgeAI: PraCtlce Of dOIng AI COmpUtatlonS near 2006 - Amazon Web Services launched as a commercial use of Cloud Computing
the users at the network’s edge instead of central

C I O u d 2007 -e iPhone first released

° ProceSS d a-t 2] Closer -to Where I-t IS g athered 2009 -e The novel “cloudlet” paradigm of Edge Computing was introduced

2010 -e Apple iPad launched

e Challenges related to privacy, latency and
bandwidth can be better handled

2010 -e Research on offloading in Mobile Cloud Computing

 Hardware has improved, communication S04 Ciseo Tnrrodiced vhe soncept of Fog Gompiiting
standards have grown, Al models are becoming
Smal |er (S LMS) 2014 -e First ETSI white paper on the concept of Mobile Edge Computing

° EdgeAI market Val ued a-t USD ‘I 4 , 787 . 5 m | I I IOn |n 2017 -o ](Ejrgipﬁ?;gged the name of Mobile Edge Computing to Multi-access Edge
2022

2020 -e First 10 Proof of Concept studies for Multi-access Edge Computing completed
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Image source: Raghubir Singh et al, EdgeAl: A Survey, https://doi.org/10.1016/j.iotcps.2023.02.004 2021 -e Edge Al



https://doi.org/10.1016/j.iotcps.2023.02.004

Challenges in EdgeAl

 Resource Constraints: Limited compute capabilities, network, battery,..
* Security: Edge can become an easy target

* Scalability and Maintenance: Models needs to be updated, needs to work in
scale

* Model Compression and Accuracy: Large models should be able to support
compression without a big trade-off on accuracy

« Communication: Reliability in communication is always a question
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Al Systems in General

Dala achine Monitorin
Verification Mzr?:ggnrﬁ:nt J
Configuration Data Collection Serving
Infrastructure
Code Analysis Tools

Feature

, Process
Extraction

Management Tools

Sculley, D., Holt, G., Golovin, D., Davydov, E., Phillips, T., Ebner, D., Chaudhary, V., Young, M., Crespo, J.F. and Dennison, D., 2015. Hidden technical debt in machine learning
systems. Advances in neural information processing systems, 28. 11



Al System and Uncertainties

More than 50% of ML systems remain as prototypes - Gartner

Resource Uncertainty Data drift Model drift QoS Uncertainty
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from real world
/\/ Overview of Workflow in Machine Learning Enabled System @
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A Performance Uncertainty

Unstable Software Components
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Self-adaptation: A Potential Solution

What if Software Systems could adapt like human cells?

Jeffrey O.
Kephart
David M.

Chess

IBM Thomas ]J.
Watson Research
Center

The Vision of
Autonomic
GComputing

COVER FEATURE

Systems manage themselves according to an administrator’s goals. New
components integrate as effortlessly as a new cell establishes itself in the
human body. These ideas are not science fiction, but elements of the grand
challenge to create self-managing computing systems.

n mid-October 2001, IBM released a manifesto

observing that the main obstacle to further

progress in the IT industry is a looming soft-

ware complexity crisis.' The company cited

applications and environments that weigh in
at tens of millions of lines of code and require
skilled IT professionals to install, configure, tune,
and maintain.

The manifesto pointed out that the difficulty of
managing today’s computing systems goes well
beyond the administration of individual software
environments. The need to integrate several het-
erogeneous environments into corporate-wide com-
puting systems, and to extend that beyond company

figure, optimize, maintain, and merge. And there
will be no way to make timely, decisive responses to
the rapid stream of changing and conflicting
demands.

AUTONOMIC OPTION

The only option remaining is autonomic com-
puting—computing systems that can manage them-
selves given high-level objectives from admini-
strators. When IBM’s senior vice president of
research, Paul Horn, introduced this idea to the
National Academy of Engineers at Harvard
University in a March 2001 keynote address, he
deliberately chose a term with a biological conno-
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Self-adaptive System: Conceptual Model

montor

selP-adapt.ve, Software Sys‘tem

input

Higlf\ le,ve,l
obje,ctive,s

Environment

(exte,mal software, hardware, network, users)
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ML for Self-adaptation Exists..But
Can we build self-adaptive ML-enabled System?

Applying Machine Learning in Self-Adaptive Systems: A
Systematic Literature Review

OMID GHEIBI, Katholieke Universiteit Leuven

DANNY WEYNS, Katholieke Universiteit Leuven, Linnaeus University M L h aS bee n a p p I ied to e n a b I e
FEDERICO QUIN, Katholieke Universiteit Leuven Self_ad aptatIO n I n n O n _ M L

Recently, we witness a rapid increase in the use of machine learning techniques in self-adaptive systems.
Machine learning has been used for a variety of reasons, ranging from learning a model of the environment of SySte m S
a system during operation to filtering large sets of possible configurations before analysing them. While a
body of work on the use of machine learning in self-adaptive systems exists, there is currently no systematic
overview of this area. Such overview is important for researchers to understand the state of the art and

direct future research efforts. This paper reports the results of a systematic literature review that aims at Wh at If th e m an ag ed SySte m IS

providing such an overview. We focus on self-adaptive systems that are based on a traditional MAPE-based
feedback loop (Monitor-Analyze-Plan-Execute). The research questions are centered on the problems that a n M L— e n a b I ed SySte m ?
motivate the use of machine learning in self-adaptive systems, the key engineering aspects of learning in
self-adaptation, and open challenges in this area. The search resulted in 6709 papers, of which 109 were
retained for data collection. Analysis of the collected data shows that machine learning is mostly used for

updating adaptation rules and policies to improve system qualities, and managing resources to better balance
pdating adap p prove system g ging What kind of adaptations can

qualities and resources. These problems are primarily solved using supervised and interactive learning with

classification, regression and reinforcement learning as the dominant methods. Surprisingly, unsupervised be pe rfo rm ed ?
learning that naturally fits automation is only applied in a small number of studies. Key open challenges in this

area include the performance of learning, managing the effects of learning, and dealing with more complex

types of goals. From the insights derived from this systematic literature review we outline an initial design

process for applying machine learning in self-adaptive systems that are based on MAPE feedback loops.

CCS Concepts: « Software and its engineering; « Computing methodologies — Machine learning;
Machine learning; « General and reference — Surveys and overviews; Surveys and overviews;
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Same Task can have multiple Models

Glimpse from LLM domain

Proprietary 4 OPTa0 o

. A\ 4. Bar L

Which model should | use?

It will depend on your use case. Here are the most common reasons to use each model:

Open Source

e GPT-40
o QOur latest, fastest, highest intelligence model.

. (VR PN S OQ LLaMA Parameter-cfficient fine-tuning .
O — A o 128k context length (i.e. an average to longer novel).
Data inheritance } tuning © chinese date . ot dera b et o Text and image input / text and image output.*
o B S e \/4, o Audio input / output**
: ,(7’ ] —— e GPT-40 mini
Open-Chinese-LLaMA = = ',7' : Vicuna + synthetic data — o Our lightest-weight intelligence model.
A ’,': :' * ¢ Panda v + task data o 128k context length (i.e. an average to longer novel).
’,' ::T\n —a @ RLHF , Yulan-Chat o Text and image input / text and image output*
+ chat data b Yk : PKU-Beaver Goat [ o Audio input / output.**
&\ | comucopia - - + synthetic data o Limitation: This model does not have access to the advanced tools that GPT-
(G + Alpaca data i i 40 has.
1= LLaMA G (BELLE OpenFlamingo LLaVA L e GPT-4
s et Ziya R ' o Our previous high intelligence model.
@ (0= Chinese — | + task date (A o 128k context length (i.e. an average to longer novel).
+ task data a i T e ' o Text and image input / text and image output *
M ol Koala + task data VisionLLM InstructBLIP Chatbridge '
o Audio input / output.**
Chatved (@) '\L:;:L\' e — e GPT-3.5 (APl only)
@ | B0 | ZIE(LAWGPT T o Fast model for the simplest routine tasks.

o 16k context length (i.e. 1-2 dozen articles or a short story / novella).

16 o Text input / text output.
o Audio input / output.**

Source: help.openai.com


http://help.openai.com

Same Task can have multiple Models

Same holds true for Image Domain
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Can we self-adapt during Inference?

TN API Send

. > —> —>‘== - >
B8 &8¢

R ®
equests

API| Fetch Data Data ML Model POSt. Result
Requests Coming Ingestion Preprocessing Inference ~ Processing Storage

from real world

Overview of Workflow in Machine Learning Enabled System

* For a given task, one can use different ML models
 Each model offers different latency, different confidence, energy efficiency, etc.

« What if we could switch among the ML models - ML Model Balancer!
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AdaMLS: Balancing Between ML Models

Managing System

Towards Self-Adaptive Machine Learning-Enabled
Systems Through QoS-Aware Model Switching

Shubham Kulkarni, Arya Marda, Karthik Vaidhyanathan
Software Engineering Research Center, IIIT Hyderabad, India
shubham kulkarni @research.iiit.ac.in, arya.marda@students.iiit.ac.in, karthik.vaidhyanathan @iiit.ac.in
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Abstract—Machine Learning (ML), particularly deep learning,
has seen vast advancements, leading to the rise of Machine
Learning-Enabled Systems (MLS). However, numerous software
engineering challenges persist in propelling these MLS into
production, largely due to various run-time uncertainties that
impact the overall Quality of Service (QoS). These uncertainties
emanate from ML models, software components, and environ-
mental factors. Self-adaptation techniques present potential in
managing run-time uncertainties, but their application in MLS
remains largely unexplored. As a solution, we propose the concept
of a Machine Learning Model Balancer, focusing on managing
uncertainties related to ML models by using multiple models.
Subsequently, we introduce AdaMLS, a novel self-adaptation
approach that leverages this concept and extends the traditional
MAPE-K loop for continuous MLS adaptation. AdaMLS employs
lightweight unsupervised learning for dynamic model switching,
thereby ensuring consistent QoS. Through a self-adaptive object
detection system prototype, we demonstrate AdaMLS’s effective-
ness in balancing system and model performance. Preliminary re-
sults suggest AdaMLS surpasses naive and single state-of-the-art
models in QoS guarantees, heralding the advancement towards
self-adaptive MLS with optimal QoS in dynamic environments.

Index Terms—Self Adaptation, Self-adaptive systems, Soft-
ware Architecture, ML-Enabled Systems, ML4SA, Unsupervised

velopers can devise a spectrum of models, each with its
speed and accuracy trade-offs. Recognizing this variability,
we introduce the concept of an ML Model Balancer. This
notion encapsulates the idea of dynamically evaluating and
switching between models to optimize QoS. For instance,
high-traffic situations might favor a faster model, while qui-
eter periods prioritize accuracy. AdaMLS, our novel self-
adaptive approach, operationalizes this concept of the ML
Model Balancer. Nevertheless, AdaMLS consistently excels in
navigating the intricacies of online ML deployments, ensuring
superior QoS. This includes: 1) monitoring model and system
parameters; ii) analyzing model and system quality for QoS
violations; iii) using knowledge from lightweight unsupervised
learning to dynamically switch models, ensuring QoS; and iv)
executing system adaptation. Prioritizing ML model adapt-
ability, AdaMLS shifts from conventional load balancing to
QoS-aware dynamic ML model switching. By continuously
tuning model selections in response to environmental cues and
system demands, AdaMLS guarantees MLS QoS, promoting
consistent MLS operation in live settings. This represents a

Data store ML Models Unsupervised Performance Evaluator Adaptation
Executor Model Builde‘r\ Rules Creator
.. Analyzer E Planner
E - >
System Evaluator > Y gy
y Knowledge l'll > -

Planner

| J d Initiator

Load Calculator

ﬁ

Monitor -

ML System
Metric Monitor QoS Monitor

[ =

Logs Adaptation Rules
Repository Repository

A\\'

System Metrics Repository

Strategy Model
Formulator Selector

A

Executor

/4 Adaptation Executor

ASE, NIER 2023
Best student poster@ISEC 2024!

Managed System

Machine Learning-Enabled System (MLS)
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Application to Object Detection

* Implemented AdaMLS on an Object detection system (APIs that serve the
models)

 Models used: different variants of YoloV5 (Except large)
* Simulated workload to the system using FIFA98 benchmark trace

e COCO 2017 dataset was used for the evaluation

Al

o Utility score was defined to compare effectiveness

* Nalive approach uses thresholds to transition between models

20



Some Initial Results

Naive Approach

yolov5n
lOkNaVie Total Utility: -7541.16
Nano Model Total Utility: 7157.61
yolov5s

AdaMLS Total Utility: 9978.50
yolov5l
S5k
yolovSm = .

Model

0 5k 10k 15k 20k 25k
e ‘
i)
-
'_l
.-lj O
AdaMLS Approach —

yolov5n

yolov5s Approach

[© _5k —— Nano Model

©

o yolov5x :

s —— Naive Approach
onov5|"—|J-|— —— AdaMLS Approach
yolov5m

Image ID Number of Images Processed

Switching between models using different approaches Utility considering performance and confidence

39% improved QoS with 0.01 seconds switching time
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Introducing SWITCH Exemplar

A tool for practitioners and academic to evaluate switching strategies
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https://tool-switch.github.io/
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https://tool-switch.github.io/

Glimpse of SWITCH
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EcoMLS: Model Balancer for Enhanced Sustainability (Environmental!)

EcoMLS: A Selt-Adaptation Approach for
Architecting Green ML-Enabled Systems

Meghana Tedla
Software Engineering Research Center
IIIT Hyderabad, India

meghana.tedla@students.1iit.ac.in

Abstract—The sustainability of Machine Learning-Enabled
Systems (MLS), particularly with regard to energy efficiency, is
an important challenge in their development and deployment.
Self-adaptation techniques, recognized for their potential in
energy savings within software systems, have yet to be extensively
explored in Machine Learning-Enabled Systems (MLS), where
runtime uncertainties can significantly impact model perfor-
mance and energy consumption. This variability, alongside the
fluctuating energy demands of ML models during operation,
necessitates a dynamic approach. Addressing these challenges,
we introduce EcoMLS approach, which leverages the Machine
Learning Model Balancer concept to enhance the sustainability
of MLS through runtime ML model switching. By adapting
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primarily focused on optimizing the training phase, with less
attention given to the energy demands of inference in practical
applications [8]—[11]. This gap highlights the need for strate-
gies that reduce energy consumption without compromising
performance and can adjust to varying operational demands.
The potential of self-adaptation techniques, which balance
energy efficiency with QoS, remains largely unexplored in
this context [12]. As the ICT sector’s energy consumption
1s expected to increase, creating adaptive, energy-efficient
MLS 1is paramount [13]. Our work seeks to bridge this gap,
proposing a self-adaptive approach aiming to ensure MLS
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EcoMLS iIn Action

Nano Model
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Putting it together on Qualcomm QIDK

e Qualcomm Innovators Development Kit
e Supports prototyping of on-device Al solutions

* Provides access to the premium Qualcomm
Snapdragon SoC

e Can be easily deployed to smartphones running
Qualcomm snapdragon

e Pre-trained models can be bundled to Android
applications

« Part of the Qualcomm EdgeAl labs@IIIT-H
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Model Balancer in QIDK

Some Results

Inference Time

Threads
ML Model HDK KIT Pixel 4 (Data | Samsung Galaxy
Provided by M53 5G
Tensorflow)
MobileNet V1 1-4 10-20 ms -

EfficientDet LiteO 1-4 18-30 ms 50-36 ms 50-70 ms

EfficientDet Lite1 1-4 30-50 ms 49-91 ms 90-170 ms

EfficientDet Lite 2 1-4 50-84 ms 69 — 144 ms 120 - 200 ms
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1444 D& 8N T2 50% =

1F TensorFlowLite

cat 0./9

Inference Time 121 ms
Threshold = 0.50 h
Max Results = 3 +
Number of Threads — 2 +
Delegate CPU v
ML Model MobileNet V1 v



QIDK In Action: Demo

Highlights

e |Invited for Qualcomm developer
Conference, 2024, Hyderabad,
India

 Work presented in the Qualcomm
University Platform Symposium -
One among 14 universities across
the world
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CPU Usage.3.5490587%
Battery Consumption: 3.5490587%

Inference Time 55 ms
Threshold = 0.50 +
Max Results - 5 +
Number of Thre: — 4 T
Delegate CPU v

ML Model EfficientDet Lite2 v




Some more results from the LLM World

Study on using LLM for generating Architecture design decisions

B 0O-shot
mam few-shot
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Ongoing works on fine-tuning SLMs for API calling - Runs on edge devices

Dhar, R., Vaidhyanathan, K. and Varma, V. Can LLMs Generate Architectural Design Decisions? - An Exploratory Empirical study, ICSA 2024



Moving Beyond to Edge-Cloud Continuum

 CloudAl - Training large Al models (data and compute), Security and privacy,
latency, Accuracy of Al models, Scalability, Sustainability (energy/carbon
footprint), deployment of large Al models

 EdgeAl - Real-time inference of Al models (latency), energy efficiency,
scalability, security and privacy, communication overhead, training Al models,

Accuracy of Al models, deployment of large Al models

e Various run-time uncertainties affect the performance (resource utilisation,
model metrics, hardware constraints, etc).

 How about system having the intelligence to autonomously adapt in edge, In
cloud and utilise the edge-cloud continuum?



Essentially it boils down to!
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Can we reuse?

Legend
—— Operational Phase
.............. - Build Phase

________________________________________________________________________________________________________________________________

Machine Learning Engine

Quantitative Verification-Aided Machine Learning: 2. Feawre  3.Model 4. Model
! T d \ h f ! h { t e 1. Data Store Extractor Builder Evaluator ’
S elf_Adaptlve IOT SyStemS [ Execution Data, Forecasts and Feedbacks
Javier Camara Henry Muccini Karthik Vaidhyanathan Analyze hamEd Viodels (?ermdlc Updates) Plal/l
University of York University of L’Aquila Gran Sasso Science Institute @ y Actions
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Abstract—Architecting IoT systems able to guarantee Quality and physical processes) [12]. Inability to mitigate the effects of L
of Service (QoS) levels can be a challenging task due to the inher-  these uncertainties can have major implications on the quality Monitor Execute
ent uncertainties (induced by cha.nges in e.g., energy availability, ¢ . vice (QoS) levels offered by these systems [4], [5]. Plan Repository
network traffic) that they are subject to. Existing work has shown To i this situati ¢ h the emer- | 77
that machine learning (ML) techniques can be effectively used 0 1mprove. 15 81 1.1a 1on, recent years nave s.een © e?mer-
at run time for selecting self-adaptation patterns that can help gence of multiple architecture-based self-adaptation techniques QoS Data Sensor Data Executor
maintain adequate QoS levels. However, this class of approach aimed at maintaining and guaranteeing improved levels of Managing System A
suffers from learning bias, which induces accuracy problems (oS in applications deployed in different domains [8], [9].
fhat mlgh.t leafl to sub-optimal (or even t.mfe.as1ble) adaptations 1 ihe specific area of IoT, architectural patterns for self- Managed System
in some situations. To overcome this limitation, we propose an . . S y
annrnach far nrnactive colfo.adantatinn which camhinac MT . and adaptatlon recently proposed [14] aim at malntalmng accept_
IoT System

ICSA 2020

As long as ML uncertainties are taken care!
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Implementations and Results

System

CupCarbon

A

Data Ingestion
(Monitor)

Data
Producer

P Data

python Streamer

% Data
)
Processor

—>

P QoS

v

P Decision
Selector

python (Q-Learning)

Decision
Verifier

Batch (MLE) Presentation
LSTM Model
q =Data Store Generator > K
l kibana
e @  Model
\igj ML Models oython Evaluator
Real-time (Analyze + Plan Execution
\ 4
(Execute)

> t(g) Executor

—

Adaptations

A

python

j:i—‘(’_} §€I€8Fka® Keras

GOOSIC Cloud Platform

Development
and
Management

34

Consumption/Scores

1.0 - D E J B Energy (E)
Bl Data Traffic (D)
e Utility (U)
0.8 A
U
E

CO SU SC RLMC MC RL
Approach




Going Forward

Edge Cloud Continuum for Self-adaptation

* |Intelligently switch Al processing between edge and
cloud 1

Switch could also be between options in edge

* Proactive approaches for pre-fetch of resources

 Sustainable EdgeAlOps
» Effective management of AlOps on edge

 Model versioning, governance, automated pipelines @




Going Forward

 Optimising EdgeML on scale using
Dynamic Self-adaptation

 Adapt the model in use in edge node In
large scale networks

« Domain specific LLMs on edge
* Collection of SLMS running on edge
» |dentification of right LLM for a task

 Some work on SLMs is on going
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Key Takeaways

EdgeAl is here to stay and it can be a game changer - More work Is required

* |ncreasing focus on Edge systems

* Al models getting bigger is one side of the story

e We also need models to be smaller and accurate

 Handling uncertainties is the key

» Self-adaptation can be an enabler: Edge-Cloud

* Need for better ways to architect/engineering EdgeAl

systems (maintainability!

e Efforts on hardware accelerators, efficient neural

processing units are some of the way forward
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—— Abstract
This report documents the program and outcomes of Dagstuhl Seminar 23302, “Software Ar-
chitecture and Machine Learning”. We summarize the goals and format of the seminar, results
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The pervasive and distributed nature of many of today’s software systems requires making
complex design decisions to guarantee important system qualities such as performance,
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the design and development of software systems from its high-level blueprint down to their
implementation and operations. While the fundamentals of software architecture practices
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