
Apple launches iPhone 16 with Apple Intelligence

Google Pixel9 loaded with AI

Microsoft Surface Pro powered 
by Snapdragon

Image sources: apple.com, google.com, qualcomm.com

On-Device AI is becoming the Thing!!
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We have come a long way!
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In fact what I would like to see is thousands of computer scientists let loose to do 
whatever they want. That's what really advances the field - Donald Knuth

Now we are talking about spatial computing, quantum (will take time)



AI: Over the Years

• 1943 - Warren McCulloh and Walter Pitts, MCP Model


• 1950 - Turing Test, Alan Turing


• 1952 - Computer learns checkers game, Arthur Samuel 


• 1958 - Perceptron, Frank Rossenbalt


• 1959 - ADELINE, Bernard Widrow and Marcian Hoff


• 1997 - IBM DeepBlue


• 2000 - Now - Google Brain, DeepFace, AlphaGo, GPT…
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Models are getting bigger and better..But..
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Source: Villalobos et al, Machine Learning Model Sizes and the Parameter Gap, https://arxiv.org/pdf/2207.02852 Source: assemblyai.com

https://arxiv.org/pdf/2207.02852
http://assemblyai.com


“Large” Language Models (LLM)
Do you have a ton of text and compute power?
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Inspiration from slides of Andrej Karpathy, Introduction to large language models



Privacy, Security, Latency…
The BLERP issue 

• Bandwidth: Need for high bandwidth connections, intensive in terms of energy!


• Latency: Round trip time for communicating with cloud, NASA Rover


• Economy: Cost of server side infrastructure, high speed network,..Think about 
chatGPT cost


• Reliability: Large models often require huge amount of compute and GPU (even 
for inference!)


• Privacy: Data going to third-party cloud or servers 
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Taking AI to the Edge

• EdgeAI: Practice of doing AI computations near 
the users at the network’s edge instead of central 
cloud


• Process data closer to where it is gathered


• Challenges related to privacy, latency and 
bandwidth can be better handled


• Hardware has improved, communication 
standards have grown, AI models are becoming 
smaller (SLMs)


• EdgeAI market valued at USD 14,787.5 million in 
2022
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Image source: Raghubir Singh et al, EdgeAI: A Survey, https://doi.org/10.1016/j.iotcps.2023.02.004

https://doi.org/10.1016/j.iotcps.2023.02.004


Challenges in EdgeAI

• Resource Constraints: Limited compute capabilities, network, battery,..


• Security: Edge can become an easy target


• Scalability and Maintenance: Models needs to be updated, needs to work in 
scale


• Model Compression and Accuracy: Large models should be able to support 
compression without a big trade-off on accuracy


• Communication: Reliability in communication is always a question
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AI Systems in General
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Sculley, D., Holt, G., Golovin, D., Davydov, E., Phillips, T., Ebner, D., Chaudhary, V., Young, M., Crespo, J.F. and Dennison, D., 2015. Hidden technical debt in machine learning 
systems. Advances in neural information processing systems, 28.



AI System and Uncertainties

12

Resource Uncertainty

Environmental Uncertainty

QoS Uncertainty

Performance Uncertainty

Data drift Model drift 

Unstable Software Components

More than 50% of ML systems remain as prototypes - Gartner



Self-adaptation: A Potential Solution
What if Software Systems could adapt like human cells?
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Self-adaptive System: Conceptual Model
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ML for Self-adaptation Exists..But
Can we build self-adaptive ML-enabled System?
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ML has been applied to enable 
self-adaptation in non-ML 
systems


What if the managed system is 
an ML-enabled system?


What kind of adaptations can 
be performed?




Same Task can have multiple Models 
Glimpse from LLM domain
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Proprietary

Open Source

Source: help.openai.com

http://help.openai.com


Same Task can have multiple Models 
Same holds true for Image Domain

Image source: augmentedstartups.com

http://augmentedstartups.com


Can we self-adapt during Inference?
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• For a given task, one can use different ML models


• Each model offers different latency, different confidence, energy efficiency, etc. 


• What if we could switch among the ML models - ML Model Balancer!



AdaMLS: Balancing Between ML Models
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ASE, NIER 2023
Best student poster@ISEC 2024!



Application to Object Detection

• Implemented AdaMLS on an Object detection system (APIs that serve the 
models)


• Models used: different variants of YoloV5 (Except large)


• Simulated workload to the system using FIFA98 benchmark trace


• COCO 2017 dataset was used for the evaluation


• Utility score was defined to compare effectiveness


• Naive approach uses thresholds to transition between models
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Some Initial Results
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Utility considering performance and confidenceSwitching between models using different approaches 

39% improved QoS with 0.01 seconds switching time



Introducing SWITCH Exemplar
A tool for practitioners and academic to evaluate switching strategies
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https://tool-switch.github.io/

Scan me

SEAMS 2024@ICSE 2024

https://tool-switch.github.io/


Glimpse of SWITCH
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Glimpse of SWITCH



EcoMLS: Model Balancer for Enhanced Sustainability (Environmental!)
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GREENS@ICSA 2024



EcoMLS in Action
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Putting it together on Qualcomm QIDK

• Qualcomm Innovators Development Kit


• Supports prototyping of on-device AI solutions


• Provides access to the premium Qualcomm 
Snapdragon SoC


• Can be easily deployed to smartphones running 
Qualcomm snapdragon


• Pre-trained models can be bundled to Android 
applications


• Part of the Qualcomm EdgeAI labs@IIIT-H
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Model Balancer in QIDK
Some Results
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ML Model Threads

Inference Time

HDK KIT Pixel 4 (Data 
Provided by 
Tensorflow)

Samsung Galaxy 
M53 5G

MobileNet V1 1-4 10-20 ms -

EfficientDet Lite0 1-4 18-30 ms 50-36 ms 50-70 ms

EfficientDet Lite1 1-4 30-50 ms 49-91 ms 90-170 ms

EfficientDet Lite 2 1-4 50-84 ms 69 – 144 ms 120 – 200 ms



QIDK In Action: Demo
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• Invited for Qualcomm developer 
Conference, 2024, Hyderabad, 
India


• Work presented in the Qualcomm 
University Platform Symposium - 
One among 14 universities across 
the world


Highlights



Some more results from the LLM World
Study on using LLM for generating Architecture design decisions

30Dhar, R., Vaidhyanathan, K. and Varma, V. Can LLMs Generate Architectural Design Decisions? - An Exploratory Empirical study, ICSA 2024

Ongoing works on fine-tuning SLMs for API calling - Runs on edge devices 



Moving Beyond to Edge-Cloud Continuum

• CloudAI - Training large AI models (data and compute), Security and privacy, 
latency, Accuracy of AI models, Scalability, Sustainability (energy/carbon 
footprint), deployment of large AI models


• EdgeAI - Real-time inference of AI models (latency), energy efficiency, 
scalability, security and privacy, communication overhead, training AI models, 
Accuracy of AI models, deployment of large AI models


• Various run-time uncertainties affect the performance (resource utilisation, 
model metrics, hardware constraints, etc).


• How about system having the intelligence to autonomously adapt in edge, in 
cloud and utilise the edge-cloud continuum?



Essentially it boils down to!
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Edge

Fog

Cloud
Low latency, high battery

Higher latency, less energy, setup cost

Highest latency, less energy

Can we dynamically adapt?



Can we reuse?
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As long as ML uncertainties are taken care!

ICSA 2020



Implementations and Results
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Going Forward

• Edge Cloud Continuum for Self-adaptation 

• Intelligently switch AI processing between edge and 
cloud


• Switch could also be between options in edge


• Proactive approaches for pre-fetch of resources


• Sustainable EdgeAIOps 

• Effective management of AIOps on edge


• Model versioning, governance, automated pipelines



Going Forward

• Optimising EdgeML on scale using 
Dynamic Self-adaptation 

• Adapt the model in use in edge node in 
large scale networks


• Domain specific LLMs on edge 

• Collection of SLMS running on edge


• Identification of right LLM for a task


• Some work on SLMs is on going



Key Takeaways

• Increasing focus on Edge systems


• AI models getting bigger is one side of the story


• We also need models to be smaller and accurate


• Handling uncertainties is the key


• Self-adaptation can be an enabler: Edge-Cloud 


• Need for better ways to architect/engineering EdgeAI 
systems (maintainability!)


• Efforts on hardware accelerators, efficient neural 
processing units are some of the way forward
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EdgeAI is here to stay and it can be a game changer - More work is required



Thanks to my team - SA4S@SERC
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Team SA4S

https://serc.iiit.ac.in

Team DigIT@IIITH

https://serc.iiit.ac.in
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Thank you 

Web: karthikvaidhyanathan.com 
Email: karthik.vaidhyanathan@iiit.ac.in 

Twitter: @karthi_ishere

http://karthikvaidhyanathan.com
mailto:karthik.vaidhyanathan@iiit.ac.in

